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Sebastian Lahs

Abstract. To explain the open questions in the fundaments of physics, new theories
that reach beyond the standard model are needed. A great number of these indirectly
predict electric dipole moments (EDM) of fundamental particles in ranges that are just
within reach for modern atomic and molecular physics experiments. While measure-
ments in atomic and molecular beams provided the most successful null measurements
of the electron EDM over the past decades, only quite recently did the method of matrix
isolation spectroscopy arise. It has the potential advantage of performing spectroscopy
on un- precedented numbers of atoms/molecules at once. In this thesis, first tests toward
such a measurement inside of a cryogenic matrix are performed. Namely cesium and ru-
bidium were implanted in argon ice. The observed absorption and fluorescence spectra
will be presented here. This will be accompanied by a discussion on possible system-
atics due to magnetoelectric mixings. Finally, the possibility of using this technique for
searches of the hypothetical axion particles and for a measurement of the nuclear anapole
moment will be discussed.
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1 Introduction
Even though the standard model of particle physics (SM) has been tested time and time
again to ever-increasing precision, its numerical predictions still seem to perfectly hold
up. On the other side, there are many phenomena remaining, that the standard model
is fully unable to explain (dark matter, neutrino oscillations, matter-antimatter asymme-
try after the big bang, hierarchy problems, cosmic inflation, …). To provide insight into
these, new theories beyond the SM are needed. A great variety of these naturally include
new sources of violation of charge conjugation-parity (CP ) -symmetry.
In section 2, I will explain how this symmetry breaking would express in a detectable
electric dipole moment of electrons, and in a further step, in atoms. To detect this elec-
tron EDM (eEDM), a variety of measurement schemes have been proposed over the years.
In the here presented project, which is done as part of the EDMMA¹ collaboration, stud-
ies for a relatively new measurement scheme are performed. Its aim is to perform spec-
troscopy (or magnetometry) on a large number of atoms, much more than would be
achievable inside an atomic beam or a gas cell. At the same time, the atoms should be
as undisturbed as possible to achieve long decoherence times (see sec. 3). To bring these
two requirements together, the atoms are doped into a host matrix made from noble-
gas atoms² at cryogenic temperatures. The noble-gas ice provides a transparent, weakly
interacting structure, which is able to hold large quantities of single guest atoms in place.

Still, the guest atoms will experience some disturbances due to interactions with the
hostmatrix. Understanding these is one of themain challenges toward a successful eEDM
experiment in this scheme.
Therefore in sec. 4, I will discuss one of these interactions, the magnetoelectric effect. I
show how this effect can lead to almost insuppressible background signals in asymmetric
crystal environments. I however will also provide ways to escape these.

In the experiment presented in this thesis, argon (Ar) was used to form the host ma-
trix. Its advantages lie in its easy availability and the fact that Ar gas is mostly made of a
single isotope with vanishing nuclear angular momentum. As dopants, the alkali atoms
cesium (Cs) and rubidium (Rb) were used. These heavy atoms with an unpaired electron
possess advantageous properties for eEDM searches[1].

In sec. 6.1 I will present absorption spectra of Cs in Ar and Rb in Ar and analyze how
their structure could be explained. This is accompanied by fluorescence measurements
on Rb in Ar (sec. 6.2) and studies of its permanent and temporary bleaching effects (sec.
6.3). These should be helpful for future measurement of fluorescence of Cs in Ar.

The thesis concludes with two theoretical investigations into other measurements that
could be performed with matrix isolation spectroscopy as well. Namely, it will be shown
how eEDM measurements provide sensitivity to axions, a proposed particle species, that
could make up dark matter (sec. 8). I will provide an argument on why eEDM experi-

¹acronym for the ANR founded project EDM in MAtrix
²It is also possible to use strongly bound molecules like N2 or parahydrogen.
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ments should generally aim at measuring bounds on axions as well.
Further I will summarize a measurement scheme to determine the nuclear anapole mo-
ments (NAM) of guest atoms inside matrices. I will present some thoughts on how to
measure this effect, which is predicted in the standard model but only poorly probed yet.

2 Electric Dipole Moment of the electron
In classical electrodynamics, as well as in quantum mechanics, the electron is just a
point charge. As such, its electrostatic potential is completely described by an electric
monopole. Extending the theoretical model to quantum electrodynamics (QED), the elec-
tron interacts with the surrounding vacuum. This way the electron gets ’dressed’ in a
spherical cloud of Fermion-Antifermion pairs that screens off parts of its charge. Even
this does not give rise to higher multipoles as the effective charge distribution is perfectly
spherical. Only if the whole standard model of particle physics (SM) with the inclusion of
the weak and the strong force is respected, theory predicts that the interaction with the
SM vacuum gives rise to an electric dipole moment of the electron (eEDM) of magnitude
de ∼ 10−39 e cm [2]³. The existence of a dipole moment means that the electric (far-)
field around an electron is not spherical anymore but instead slightly deformed (see fig.
1).

2.1 Symmetry breaking properties of the EDM
To understand the minuscule size of this contribution to the electron’s potential, it helps
to consider the symmetry properties of EDMs together with the symmetry (and violations
of these) in the SM. The symmetries under consideration here, are charge conjugation C ,
parity P , and time reversal T . Charge conjugation C is an operation that reverses the
sign of all charges⁴. ParityP on the other hand reverses the sign of all spatial coordinates,
while time reversal T reverses the sign in front of the temporal one. As being a vector

electric
monopole

electric
dipole

Far field
of the electron?

Figure 1: Illustration of how the electrostatic potential of a charged particle with per-
manent electric dipole moment would look like.

³An often cited calculation for the eEDM in the SM gives de ∼ 10−44 e cm [3]. In [2] it
was however noticed that the long-distance hadronic contributions play a much larger role than
previously thought.

⁴=̂ transforming particles into their respective antiparticles.
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P T
s

s

s s

Figure 2: Illustration of how a particle with spin s and permanent electric dipole moment
transforms under parity P and time reversal T .

in real space, the electric dipole moment de changes sign under P , while the spin s as
being a vector in the complex spin-vector-space stays invariant under such a transform.
The case is exactly reversed under T transform. In fig 2, this behavior is visualized. A
Fermion with a permanent EDM, therefore, breaks P and T symmetry.
The electromagnetic and the strong interaction are symmetric under the application of
C , CP , and T . The weak interaction, on the other hand, violates P symmetry maximally
and additionally possesses small CP violation in its mixing of quark flavors⁵. All inter-
actions in the SM conserve the combined symmetry of CPT . This implies that a CP
violation automatically corresponds to a T violation of the same magnitude. These con-
siderations directly imply that the only interaction in the standard model able to induce
an EDM is the weak interaction between quarks. Especially in the case of electrons, the
EDM value arising from this contribution is only very small. A non-zero electron EDM
(eEDM) only emerges if all Feynman diagrams up to 4th loop order are summed [3].

2.2 eEDM in theories beyond the standard model
Current eEDM measurements are not aiming at measuring the value predicted in the
standard model as their sensitivity is still orders of magnitude too low⁶. Instead, they are
looking for larger values for de, that are predicted in numerous theoretical models for
new physics beyond the standard model [6][7]. These theories introduce new particles
and interactions to provide solutions to open questions in the fundaments of physics. For
example, in the standard model, there are not enough sources of CP violation to explain
how the universe was able to evolve into a state with more matter than antimatter [8].
Introducing new forms of CP violation into models, even at high energies, leads in most
cases to an increase of the expected value of de [6]. Even if a model introduces interac-
tions with no new CP violation, the value of de could still be enhanced due to increased
couplings of the electron to the diagrams that violate CP symmetry in the SM.

⁵The CP violation expresses as complex phases in the Cabibbo-Kobayashi-Maskawa-Matrix,
that describes howW -bosons interact with quarks [4].

⁶Todays most sensitive measurement, done in the ACME II experiment, reports a value of
de = (4.3±3.1stat±2.6syst)×10−30e cm [5].
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This all makes EDM measurements a powerful tool for probing proposed theories in
particle physics beyond the standard model. For example, some of the particles predicted
by simple versions of supersymmetry would couple to electrons in one-loop diagrams.
This however would produce values of the eEDM that are orders of magnitude larger
than current experiments. This way eEDM measurements can already rule out a set of
supersymmetric theories while providing valuable constraints on other more elaborate
ones [9].

2.3 eEDM in atoms
In the following, the theory of how eEDMs emerge and in which way they express in
atoms is presented. This will be done with the aim to understand which properties a
system requires to provide the highest possible sensitivity to the value of the eEDM, de.

2.3.1 Quantum field theoretical origins of the eEDM
Thematrix element for the most general electromagnetic current can be constructed from
writing all the possible combinations of Lorentz invariant vector currents involving γµ,γ5
and qµ [10][11]:〈
ψ(p′)

∣∣Jemµ ∣∣ψ(p)〉 (1)

= ū (p′)

(
F1

(
q2
)
γµ − i

F2

(
q2
)

2M
σµνqν +

Fa(q2)

M2

(
γνqν q

µ − q2γµ
)
γ5 − i

Fd
(
q2
)

M
σµνq

νγ5

)
u(p)

pµ and p′
µ

initial and final four-momenta
qµ p′

µ
− pµ

|ψ(p)⟩ initial state of the electron field
⟨ψ (p′) | final state of the electron field
Jem
µ electromagnetic four-current
ū(p′) and u(p) Dirac spinor fields
γµ Dirac gamma matrix
γ5 iγ0γ1γ2γ3
σµν

i
2

[
γµ , γν

]
m electron mass
ū(p′)u(p) scalar coupling
ū(p′)γ5u(p) pseudo-scalar coupling
ū(p′)γµu(p) vector coupling
ū(p′)γmuγ5u(p) pseudo(axial)-vector coupling
ū(p′)σµνu(p) tensor coupling
ū(p′)σµνγ5u(p) pseudo-tensor coupling

Table 1: Legend for eq. 1.
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The meaning of the different symbols can be found in table 1 ⁷.
The Fi in this equation are called form factors. In the limit of low energy transfers (q2 →
0), F1(0) is the charge, F2(0) the anomalous magnetic moment g−2

2 , Fa(0) the anapole
moment a(see sec. 9), and Fd(0) the electric dipole moment d. Often in discussions on
the Dirac Fermion form factors, the terms with Fd and Fa are left out [11][12]. This is due
to their symmetry-breaking behavior. Fa is odd under parity transform while Fd is odd
under both parity and time-reversal [10]. Breaking of these symmetries is not allowed
in QED, but with the inclusion of the weak force, they become possible. Respecting the
effects of the weak interaction, one gets back the effective QED current (1) with non-zero
form factors Fd and Fa.

2.3.2 EDM interactions
Coupling the part of the current from (1) that corresponds to the EDM to the electromag-
netic field tensor Fµν , yields the following Lagrangian:

Ld = −i
d

2
ψ̄(x)σµνγ5ψ(x)Fµν(x)

This expression can be rewritten into an interaction with external electric and magnetic
fields E and B [9]:

Ld = dψ̄(x) [2S ·E + iα ·B]ψ(x) (2)

Here S is the relativistic spin operator and α are Dirac matrices. In Dirac convention
they can be represented as the following 4x4 matrices:

Si =
1

2

(
σi 0
0 σi

)
, αi = γ0γi =

(
0 σi
σi 0

)
with the Pauli matrices σi.
Using ψ̄(x) = ψ†(x)γ0 , (2) one can derive the corresponding one-particle Hamiltonian
trough a Legendre transformation:

Hd = −d [2 γ0S ·E + iγ0α ·B] (3)

Now, for simplicity, a zero magnetic field is assumed⁸. The Hamiltonian (3) can be split
up into a classical and a relativistic part:

Hd = Hclas
d +H rel

d = [−2dS ·E]clas + [−2d (γ
0
− 1)S ·E]rel

=

(
−2dS ·E 0

0 −2dS ·E

)
+

(
0 0
0 4de S ·E

)
(4)

In this Hamiltonian upper and lower components of the Dirac spinor ψ = (ψ
U
, ψ

L
)⊺ do

not get mixed. In the non-relativistic limit (e.g. analogous to chapter 5.3.5.3 of [13]), only
the upper components ψ

U
survive. They correspond to the usual Pauli spinor. The term

H rel
d does not contribute in this limit and is therefore called ’relativistic part’.

⁷For simplicity, the derivation in this section is done in natural units: h̄ = c = 4πε0 = 1
⁸If carried on further it would also turn out that the term proportional to B is negligible [9].
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2.3.3 Schiff’s theorem
One can show that the term H rel

d from (4) is not able to create an energy shift [9]. This
fact is known as Schif’s theorem. It can be demonstrated as follows:

Let HAtom be the Dirac Hamiltonian of an electron (without EDM) inside an atom,
surrounded by an external electric potential Φe:

HAtom = α · p+mγ0 − eΦ, HAtom|ψ⟩ = Eψ|ψ⟩ (5)

With Φ Being the total electric potential inside the atom⁹. Now one can write:

Hclas
d = −2de S ·E =

2d

e
S · ∇eΦ =

2ide
e

[S · p, eΦ] = −2ide
e

[
S · p,

(
HAtom −α · p−mγ0

)]
The commutator with the sum can be split up into a sum of three simpler ones. [S,α] = 0
and [S, γ0] = 0. So only 2ide

e [S · p,HAtom] survives. Therefore the energy shift due to
the classical part of the EDM Hamiltonian is given by¹⁰:

∆E =
〈
ψ
∣∣Hclas

d
∣∣ψ〉 = −2ide

e
⟨ψ|[S · p,HAtom]|ψ⟩ = −

2ide
e
⟨ψ|[S · p, Eψ]|ψ⟩ = 0

Therefore there is no energy shift from the EDM in the non-relativistic limit. This ob-
servation was first made by L. I. Schiff in 1963 [14]. In simple terms, it states that the
expectation value of the internal electric field inside an atom will cancel out any exter-
nally applied electric field, due to electron cloud reorganization.

2.3.4 Sandars solution to the Schiffs theorem
Two years after Schif’s publication, P.G.H Sandars discovered that this issue resolves
when the relativistic behavior of the electrons is taken into account[15]¹¹. Even though
the average electric field inside the atom vanishes, the value of the eEDM de will not be
constant over the volume of its orbital but will instead change due to relativistic length
contraction [9]. Therefore the eEDM is able to induce an energy shift despite Schif’s
theorem:

From the vanishing of Hclas
d shown in the previous section, it follows:

∆E = ⟨ψ|Hd|ψ⟩ = ⟨ψ|H rel
d |ψ⟩ = ⟨ψ|

(
0 0
0 4de S ·E

)
|ψ⟩ = 4de⟨ψL

|S ·E|ψ
L
⟩ (6)

Calculating this expectation value will directly yield the energy shift observable in an
eEDM experiment.
Because this effect is highly relativistic, it is necessary to use heavy atoms with fast-
moving electrons to achieve the highest possible energy shift. It scales approximately
with the cube of the nuclear charge [7].

⁹With Φe→ 0,Φ becomes the coulomb potential.
¹⁰The Eigenfunctions of thewhole system |ψ⟩ are prettymuch identical with the Eigenfunctions

of HAtom. The only additional contribution is given by perturbation through the EDM term. But
because the next order perturbation would already scale with d2, it clearly can be neglected.

¹¹Also considering the nucleus finite size leads to nonzero correction to Schif’s theorem [16].
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2.3.5 Energy shift in parity eigenstates
It can be shown that in a system of defined parity, the previously discussed energy shift
from (6) will still vanish. Let ψ0 be any wavefunction definit in parity, then it follows:

∆E = 4de⟨ψ0
L
|S ·E|ψ0

L
⟩ = 4de⟨ψ0

L
|P †PSP † · PEP †P |ψ0

L
⟩

= 4de(±⟨ψ0
L
|)(+S) · (−E) (±|ψ0

L
⟩) = −4de⟨ψ0

L
|S ·E|ψ0

L
⟩ = −∆E (7)

⇒ ∆E = 0

So it becomes clear that for creating an EDM-induced energy shift, it is necessary to mix
states with different parity. Also, the size of the measurable energy shift scales directly
with the amount of this mixing.

2.3.6 Atoms in an external electric Field
The eigenfunctions of the Coulomb Hammiltonian (5) without external field (|ψ0

L
⟩ =

|s⟩, |p⟩, ...) are definite in parity. To induce a mixing, it is necessary to apply an external
electric field¹². If the external electric field Eext will be produced in the lab (Eext=Elab),
it will be sufficiently weak to enable a perturbatively description of the state mixing. In
case of alkali atoms, the wave functions of this system will be given by:¹³ [17] ¹⁴

|ψ⟩ = εs|s⟩+ εp|p⟩+ much smaller contributions from higher orbitals

with εs ≈ 1 and εp ≈
⟨s |ez| p⟩
E(s)− E(p)

Elab (8)

This leads to an energy shift proportional to the applied field:

∆E = 4de⟨ψL
|S ·E|ψ

L
⟩ = de

(
8
⟨s

L
|S ·E|p

L
⟩ ⟨s |ez| p⟩

E(s)− E(p)

)
Elab ≡ deWElab (9)

W is in most atoms used for eEDM experiments≫ 1 and therefore called enhancement
factor. It can either be understood as the factor relating the electrons eEDM de to the
atoms aEDM da =Wde, or it can be seen as an enhancement of the applied electric field
inside the atom: Eeff =WElab

Calculations for atomic Cs and Rb yield enhancement factors of W
Cs
≈ 120 and

W
Rb
≈ 25 [1]. Laboratory fields are technologically limited to tens of kV/cm. Assuming

a value of de = 10−30 ecm, one can therefore expect to see an eEDM induced line-shift
in Cs of only ν ≈ 10−9 Hz.

While early eEDM experiments often used atoms in external electric fields [19][20],
modern ones usually try to achieve higher enhancements by utilizing fields inside of
molecules [5][21] or crystals [22][23], which can be orders of magnitude higher than the
strongest possible lab-fields. This however also means that a perturbative description as

¹²An external magnetic field is not able to mix states with different parity.
¹³Without loss of generality: E lab||z
¹⁴For example, putting in numbers for Cs (⟨s |ez| p⟩ = and E(s)−E(p) = [18]) and a laboratory

field of Elab =10 km, yields εp ≈ 10−4.
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in (8) will not be possible anymore. This makes the calculations for εs and εp more elab-
orate and linear proportionality with an external field is not necessarily given anymore.
In this case, one is left with the quite general equation:

∆E = de 4εsεp⟨sL |S ·E|pL
⟩ ≡ deEeff (10)

The system under investigation in this experiment may possess strong crystal fields, that
could mix states of different parity. This mainly depends on the symmetry of the trapping
sites inside the Ar matrix (see sec. 4).

2.4 Other CP violating sources in atoms
Theprevious section startedwith the general equation for electrons in an electromagnetic
potential (1). This is however a simplification in which the effects of the atomic nucleus
were approximated with an effective electromagnetic field.

2.4.1 The electron-nucleon coupling CS

In a more precise theory, the interactions between the nucleus and electrons have to be
accounted for directly. One can find three different couplings that areP andCP violating
(like the EDM) [9]; namely:

i(GF /
√
2)CS · ϕ̄ϕ ψ̄γ5ψ scalar-pseudoscalar

i(GF /
√
2)CT · ϕ̄σµνϕ ψ̄σµνγ5ψ tensor-pseudotensor

i(GF /
√
2)CP · ϕ̄γ5ϕ ψ̄ψ pseudoscalar-scalar

Here ϕ is the nucleon and ψ the electron field. CS , CT and CP are the different coupling
constants for these interactions and GF = 1.17×10−5 GeV−2 [24] is the Fermi constant.
Of these three, CS is the most dominant one in paramagnetic atoms like the ones con-
sidered for this experiment [9]. Its electron one particle Hamiltonian is given by [6]:

HCS
=
iGF√

2
ACSγ

0γ5δ(r) (11)

HereA is the nucleon number and δ(r) is the Dirac Delta function. Analogous to de, the
expectation value ofHCS

will vanish for states of definite parity due to the odd parity of
γ0γ5. If the eigenstates of the undisturbed atom again get mixed by an external electric
field into |ψ⟩ = εs|s⟩+εp|p⟩, the scalar-pseudoscalar nucleon-electron coupling induces
an energy shift of:

∆ECS
= CS

(
εsεp

iGF√
2
A⟨s|γ0γ5δ(r)|p⟩

)
≡ CS Ẽeff (12)

2.4.2 Total CP -violating energy shift
(12) together with (10) leads to the total Energy shift for the dominant sources of CP
violation in paramagnetic atoms:

∆E��CP = (de · Eeff + CS · Ẽeff) (13)

As previously, the external electric field Elab can be factored out if it is weak enough to
allow for a perturbative treatment:

∆E��CP = (deW + CS W̃ )Elab ≡ deffElab (14)
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CS , therefore, plays a very similar role to de and a possible foundCP violating energy
shift in one system would not provide information on which of the two caused it.
New very recent calculation for the value of CS inside of the SM yields CS = 6.9×10−16

[25]. Calculations for W̃ in the ground state of a free Cesium atom on the other hand
yield W̃ = 7.59×10−19 e cm [26]. Combining these values for the present thesis yields
an effective EDM of:

Cesium: dSMeff ≃ 5.2×10−34 e cm (15)

This dwarfs the prediction of de in the SM of de ∼ 10−39 e cm [2].
Having these multiple contributions is in principle not a problem. Finding a value for
(14) that is above (15) would hint at new physics independent of where the CP violation
origins from. At some point, it might however be necessary to identify the individual
contributions of de and CS to determine which of the numerous new physics models is
correct. Then it will definitely be of advantage to have a number of different experiments
with different atomic and molecular species for which Eeff and Ẽeff will differ.

2.4.3 Sensitivities to more CP violating parameters
Even the nucleon-electron interaction discussed at the beginning of this section is a sim-
plification. In an even more general theory, the constituting quarks of the nucleons and
their interaction with each other and with the electrons have to be taken into account.
The up, down, and strange quarks that are the dominant flavors in nucleons can them-
selves have electric dipole moments (du, dd, ds). As carriers of colour-charge they can
also additionally have color dipole moments (d̃u, d̃d, d̃s). Another important source of
CP -violation in the strong sector is the vacuum angle of the strong force θ̄ (see sec. 8).
performing an EDM measurement on an atomic or molecular system will in general put
constraints onto a multi-dimensional space of CP-violating parameters [6]. Diamag-
netic atoms (like Hg, Xe, …) are more sensible to nuclear CP violating sources and
the tensor-pseudotensor electron-nucleon coupling CT , while Paramagnetic ones (like
Cs, ThO, HfF+, …) put stronger constraints on de and the scalar-pseudoscalar electron-
nucleon interaction CS . It is therefore helpful to perform EDM measurements on a lot of
different species to reduce the volume of this space as much as possible. One of today’s
measurements with the highest impact on this space is the spectroscopy onHg performed
by the Heckel group [27] together with the eEDM measurement in ThO by the ACME II
experiment[5].

2.4.4 Sensitivities to even more CP violating parameters
Apart from these sources of CP violation in the constituents of matter (electrons, pro-
tons, neutrons, atoms), EDMs of the other SM particles (muon, tauon, heavy quarks,
mesons, and baryons) are of interest too. Their greater masses make them more sensi-
tive to new heavy particles beyond the SM. Also, models that expect more differences
between generations like the violation of lepton universality require tests of the EDMs
of all the known particles. But even for some of these particles that naively are not
contained in conventional matter, atomic and molecular experiments can provide very
strong bounds. That is because the heavier SM particles are always present in virtual
form, which enables a certain level of sensitivity to possible EDMs of these. In [28], [29]
it was shown that the electron EDMmeasurement with the highest sensitivity to this day,
performed in ThO at ACME II, provides limits to the EDMs of the two heavier leptons of
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|dµ| < 1.7×10−20 e cm and |dτ | < 1.1×10−18 e cm. This already surpasses the sensitivity
of the current best high energy searches with the µEDM limit (|dµ| < 1.8×10−19 e cm) set
at the Brookhaven g-2 experiment [30] and the τEDM ( Re(dτ )=(−0.62±0.63)×10−17 e cm
and Im(dτ )=(−0.40±0.32)×10−17 e cm) reported by the Belle collaboration [31].

Additionally, in [32], [29], limits for the charm and bottom quark electromagnetic and
color EDMs from the ACME II results are reported. In [33][34], the current eEDM lim-
its are used complementary to LHC measurements to investigate the complex coupling
constants between the 125GeVHiggs Boson and Fermions. Besides searches for all these
new forms ofCP -violation, eEDM results can also be used to put new bounds on sources
of CPT -violation [35].

2.5 EDM theory conclusions
In this section, it was demonstrated how an eEDM can arise from breaking of CP -
symmetry. Further, it was shown how even though the energy shift introduced by de
in atoms vanishes in the non-relativistic limit, it will nonetheless be possible to measure
it when relativistic effects are taken into account. It was also shown, that it is addition-
ally necessary to mix atomic states with different parity to obtain a non-zero energy shift.
The amount of this mixing together with the nuclear charge of the used atoms are the
main parameter that govern the size of this energy shift.
Following this, it was explained how different levels of complication of the underlying
theory lead to more and more sources of CP -violation that could manifest in an atom
and cause atomic EDMs orders of magnitude above what is predicted in the SM. This
abundance of sensitivities makes it clear why EDM searches belong to the most power
full tools in searches for new physics in modern days. Most theories that extend the
SM to answer the open questions in the fundaments of physics, require new sources of
CP -violation [36] and in turn, most of these would be detectable in EDMmeasurements.

3 Measuring the eEDM
In the following, a short discussion on how to measure the eEDM will be presented. The
goal is to understand which system parameters need to be maximized to reduce statistical
uncertainties.
Afterward, an overview of previous solid-state eEDM measurements will be presented
to understand how to perform a future measurement and which systematics needs to be
avoided.

3.1 Spectroscopy-measurement
The Energy shifts of atomic states, that arise in an environment of electric and magnetic
fields, are given by:

∆E = µB · σ + deEeff · σ (16)

with the magnetic moment µ, the Pauli matrices σ, and the effective electric field as de-
fined in sec. 2.3.6 Eeff. The form of this equation ensures that µ and de will always be
parallel.
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In a spectroscopy measurement, one can now attempt to determine this energy shift
by measuring the transition between two states with opposite spin orientations (spin||σ).
The change of the transition energy under Eeff → Eeff will be equal to 2Eeff de.
The magnetic field B can be used to modify the transition energy through the Zeeman
effect. It is however important to have very precise control of it. Because de/µ ≪ 1 ¹⁵,
already small changes in the magnetic field, will produce backgrounds order of magni-
tude above the actual eEDM signal.

While in previous solid-state systems, this spectroscopy was done with electric para-
magnetic resonance (see sec. 3.4.1), most modern in-beam measurements, like ACME II,
use Ramsey spectroscopy instead.

3.2 Magnetometry
Apart from this spectroscopic scheme, there exists also another measurement approach
to detect a non-zero eEDM. It makes use of the fact that de and µ have to lie on the same
axis (see sec. 2.3.2). This has the consequence of coupling electric and magnetic fields E
and B that surround the atom in the following way:

Applying a strong E or B field to a sample containing unpaired electrons will align
their eEDMs and spins into the direction of this field. The organized spins lead to a
macroscopic B and the organized eEDMs to a macroscopic E field. This means an ap-
plied B field induces a detectable E-field and reverse. The sensitivity of this kind of
measurement scales linearly with the magnetic susceptibility χ̄.
The amount of polarization P created by the applied field will depend on the population
ratio of the two states with different σ. It is generally given by the Boltzmann distribu-
tion:

P ∝ e−
∆E

k
B

T (17)

with the Boltzmann constant k
B

and the temperature T. It becomes therefore clear that
the electric field magnetization needs to be measured at very low temperatures due to the
minuscule value of ∆E . For the reverse case where a voltage from an applied magnetic
field is measured, this is less critical due to the generally much larger energy splitting
arising from µB.

3.3 Statistical uncertainty of an eEDM measurement
Generally, the statistical uncertainty of a singlemeasurement is given through theHeisen-
berg time-energy uncertainty:

∆E ·∆t ∼ h̄ ⇔ Eeff∆de ·
√
τt ∼ h̄

⇒ ∆de ∼
h̄

Eeff
√
τt

¹⁵in natural units with c=1
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where τ is the decoherence time of the species and t is the total time of measurement.
For measurements onN independent atoms, it follows from Gaussian error propagation:

∆de ≈
h̄

Eeff
√
τtN

(18)

This equation can be used for spectroscopy and magnetometry measurements alike[37].
It becomes clear, that it is desirable to increase all these parameters as far as possible to
get the lowest possible statistical uncertainty.
As discussed previously in sec. 2.3.6, the size of Eeff can be increased by mixing states of
different parity as much as possible and by picking a species with high nuclear charge Z .
One parameter that can vary by many orders of magnitude between experiments is N .
The number of accessible atoms/molecules in a solid state system is much higher than
what is achievable in a beam of atoms/molecules. Even between solid-state samples, N
can dramatically vary depending if the probed atoms are an integral part of the crystal
structure or just dopants in a larger matrix.
Another advantage of cryogenic matrices lies in the high decoherence times that are
achievable in them. The Weinstein group for example measured a decoherence time of
τ = 0.1s on Rb doped para-hydrogen[38]. This is two orders of magnitude higher than
τ in the currently most successful measurement, ACME II[5].

Altogether, eEDM measurements in cryogenic matrices open the possibility to push
the sensitivity to de orders of magnitude beyond the current best values. This however
requires first to create samples with all these advantageous properties. Afterward, there
will as well be the challenge of suppressing systematic errors to the level of the statistical
errors.

3.4 History of eEDM measurements in solid state system
In this section, an overview of the eEDM measurements in solids that have been per-
formed so far is provided. Because the sensitivity of solid-state measurements has been
always behind the most successful methods of their time, they are often, if at all, only
mentioned as a side note.
For the topic of this thesis, it is however of interest to understand the challenges that
these experiments faced to plan future measurements in our solid-state setup accord-
ingly. A summary¹⁶ of the results that have been achieved in solid state systems over the
years, can be found in table 2.

3.4.1 EPR measurements in the 1960s
The first successful eEDM search in a solid system was performed 1961 by M. E. Browne
onmono-crystalline KCr(SO4)2 12H2O andNH4(SO4)2 12H2O at cryogenic temperatures
[39].
The measurement was performed with a modified version of electron paramagnetic reso-
nance (EPR). While in regular EPR, one exposes a sample to microwave radiation and ap-

¹⁶To my knowledge this is the first time that all these measurement results are compiled to-
gether. Especially the two measurements from the 1960s seem to be mostly forgotten in the EDM
community and are for example not mentioned in the reviews [6] and [7].
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year sample eEDM limit in e·cm method
1961 KCr- & NH4- (SO4)2 12H2O de < 10−13 EPR spectroscopy [39]
1963 Al2O3:Cr & MgO:Cr de = (1±4.6)×10−16 EPR spectroscopy [40]
1979 nickel-zink-ferrite de = (8.1±11.6)×10−23 Magnetometry [41]
2004 GdIG de = (2±3)×10−24 Voltage measurement [42]
2011 GGG de = (−5.57±7.98stat±0.12syst)×10−25 Magnetometry [43]
2012 Eu0.5Ba0.5TiO3 de = (−1.07±3.06stat±1.74syst)×10−25 Magnetometry [44]

Table 2: eEDM searches in solid state systems that published results on de-bounds

plies a magnetic field to measure the energy splitting due to the Zeeman effect¹⁷, Browne
instead applied an electric field to measure the linear stark splitting due to the eEDM (see
eq. 16). From measuring no E-field induced line-broadening (let alone line splitting), he
was able to provide an upper bound on the value of de.

Two years later, in 1963, E. B. Royce and N. Bloembergen improved on this measure-
ment by using Al2O3:Cr andMgO:Cr [40]. These havemuch higher enhancement factors,
due to more asymmetric trapping sites. Instead of just an electric, the authors applied
parallel electric and magnetic fields together. The magnetic field now already splits up
the degeneracy of the resonance. Therefore the effect of deEeff can now be measured as
a line shift instead of just a line-broadening.
As themost significant uncertainties in theirmeasurement, Roye, and Bloembergen named
the instability of the applied fields and the unavailability of reliable theoretical techniques
to calculate the crystal fields in their samples.

At their time, the precision of these measurements was only one order of magnitude
below the leading ones. Nonetheless, after these two works, no other works on eEDM
searches with EPR in solids have been published. It seems like the interest in the field
focused more on measurements of the magnetoelectric effect (see. sec. 4).

3.4.2 Magnetometry measurements
The idea to measure the eEDM with the method of magnetometry (see sec. 3.2) was first
suggested by F. L. Shapiro in 1968 [45]. The first measurement was performed on a fer-
romagnetic sample of nickel-zink ferrite (NZF) by B. V. Vasil’ev and E. V. Kolycheva in
1978 [41]. They applied an oscillating electric field onto the NZF and used a SQUID¹⁸
to measure the magnetization arising from the eEDM-induced sample polarization. The
authors also attempted a measurement on EuO. It however has not been able to sustain
the applied electric field.
Vasil’ev and Kolycheva named large sources of noise and drifts in all their electronics as

¹⁷For most EPR measurements a static magnetic field is superimposed with a small oscillating
field. This enables lock-in amplification leading to increased precision. The resulting signal is the
first derivative of the initial absorption peak.

¹⁸superconducting quantum interference device
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the most significant sources of errors. They also reported difficulties in maximizing the
magnetic-field-pickup for the SQUID

Only more than 20 years later, the method of measuring the magnetic field induced by
the polarization of eEDMs, got picked up again by S. K. Lamoreaux [22]. He kicked off
two new magnetometry measurements.
The first was performed on paramagnetic Gadolinium-Gallium-Garnet (GGG) at 4K. It
featured an improved pick-up-coil design with two orders of magnitude higher sensitiv-
ity compared to Vasil’ev and Kolycheva. Additionally, two identical samples were probed
at the same time to further reduce systematics. The authors report that they were able to
suppress all sources of noise, below the one of the SQUID. They proposed to repeat the
measurement with a larger sample at sub-Kelvin temperatures and a lower noise SQUID.
According to their projections, this would push the sensitivity of a future measurement
to the same level as in-beam experiments. It seems this was however never attempted
afterward.

Another measurement carried out at almost the same time, used Eu0.5Ba0.5TiO3 [44].
In comparison to GGG, this material has less symmetry which allows for ferroelectric
order, namely ferroelectricity¹⁹. Due to this ferroelectricity, there is a much higher in-
ternal electric field inside the sample, leading to a ∼ 700 times higher enhancement
factor. This however also leads to larger magnetoelectric couplings (see sec. 4). They
created the largest source of systematics for this experiment. Another problem appeared
in form of the ferroelectric relaxation. After being exposed to an electric field, the ferro-
electric needs some time to get fully polarized. During this time, small currents flow in
the sample, which in term produce magnetic fields much larger than the expected eEDM
response.
Despite these difficulties, the measurement in Eu0.5Ba0.5TiO3 was still able to increase
the limit measured in GGG slightly (see table 2).
To this day, this provides the most stringent limit on de set in a solid state experiment.
A predecessor to these solid state magnetometry experiments, is CASPEr electric [46].
CASPEr is not sensitive to constant eEDMs but instead to time-varying ones, which
makes it sensitive to axions (see sec. 8).

3.4.3 Measurement of electric fields induced by the eEDM
There has been only one attempt to measure the eEDM-induced electric potential after
application of a magnetic field. It as well has been proposed by S. K. Lamoreaux and
performed at Amherst College, Massachusetts.
In the experiment, ferrimagnetic gadolinium-iron-garnet (GdIG) was used. Two samples
of this material were doped with different amounts of Yttrium to achieve specific com-
pensation temperatures²⁰. That way, they were able to create a combined system inwhich
the effect of the eEDM always canceled except for the range between the two compensa-
tion temperatures. This enables to compare situations with and without eEDM-effect to

¹⁹A ferroelectric possesses a permanent electric field (similar to a ferromagnet, which has a
permanent magnetic field)

²⁰The compensation temperature of a Ferrimagnet, is the temperature where the magnetization
of its sub-lattices exactly cancel out.
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subtract backgrounds. The current created by the small potential difference arising from
polarized eEDMs was picked up with a JFET²¹.
The largest complication in this measurement was the pinning of magnetic domains
which did not align to the external magnetic field. This effect was much stronger than the
authors expected beforehand, drastically limiting the sensitivity of their measurement.

3.4.4 eEDM measurements in cryogenic matrices
The idea of using atoms implanted in cryogenic matrices to measure the eEDM was first
proposed by C. Pryor and F. Wilczek in 1987 [47].

The first experimental investigations were undertaken by the group around A. Weis in
the time between 1990 and 2010 [48][49][50]. They implanted Cs and Rb atoms in solid
4He ²². Afterward, the Group around J. D. Weinstein started to pursue a number of mea-
surements on Rb embedded in Ar, Ne, and para-hydrogen, that are still ongoing today.
These are however not aimed on measuring de.

Over the last few years, new groups began preparing eEDM measurements in cryo-
genic matrices. The first is called EDM3 and is based in Toronto. In their project, BaF
molecules will be implanted in solid Ar and Ne[23][51]. This has the potential advantage
of profiting from huge intra-molecular field enhancements analogous to modern-day in-
beam experiments. a second is based in Padua and uses Rb in Ar & Ne [52], as well as BaF
in para-hydrogen [53]. a third was formed by G. Gabrielse. They want to investigate WC
(tungstene-carbide) molecules dispersed in solid parahydrogen[54]. Finally, there is the
EDMMA collaboration based in Paris, that runs the experiment presented in this thesis.

3.4.5 Conclusions from previous solid-state measurements
For eEDM measurements of alkali atoms embedded in noble-gas matrices, optical mea-
surements, like they were performed in the 1960s, seem most reasonable. Even though
magnetometry measurements yielded the most precise results to this day, it is unlikely
that the low densities of alkali atoms in matrices can compete with bulk crystals. The
same goes for magnetic-field induced voltage measurements.
The possibility to perform further magnetometry studies on bulk crystals, as was sug-
gested for GGG, seems however still intriguing.
The same goes for new voltage measurements. Because the main issue in the GdIG mea-
surement has been the switching of magnetic fields, it could be interesting to achieve the
high polarization in another way. For example with optical pumping techniques.

Looking at all these past measurements, it becomes clear how important the effects of
magnetoelectric order are. For that reason, this topic will be discussed in more detail in
the next section.

²¹junction field effect transistor
²²Creating samples out of 4He is quite different from growing matrices out of the other noble

gases. This is because 4He will not undergo the phase transition to a solid unless a high pressure
is applied. Depositing 4He together with dopants on a window like it was done for this thesis, is,
therefore, not possible.
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4 Electromagnetic field mixings in solids
Because the energy shift in the atoms depends both on the coupling of the eEDM to the
E-field and on the coupling of the magnetic moment µ to the B-field, it is important
to also consider possible mixings between both fields. These so-called magnetoelectric
mixings can have a number of microscopic origins [55]. For example, an displacement of
atoms induced by an external electric field can deform electron orbitals in a way that the
spin-orbit coupling becomes anisotrope. This slightly polarises them, causing a magnetic
field [56].

magnetoelectric mixings break spacial symmetries and are for this reason, only al-
lowed in environments with the same symmetry-breaking behavior. Therefore, knowing
the crystal group of the crystal around the implanted atoms (trapping site symmetry),
gives information on the E-B mixing tensors.

The general internal electric and magnetic fields Eint and Bint that are created by the
mixings of applied external fields E∗ and B∗ are given by:²³ ²⁴

E int
i = E∗

i +
1
ε0
P stat
i + χijE

∗
j + αijB

∗
j +

1
2βijkB

∗
jB

∗
k + γjkiB

∗
jE

∗
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ijkE

∗
jE

∗
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∗
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∗
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∗
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∗
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ijkB

∗
jB

∗
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α, β and γ are tensors mixing E∗ and B∗. χ, χ(2), χ̄ and χ̄(2) are the linear and 2nd-
order electric and magnetic susceptibility tensors²⁵.

As previously discussed in sec. 3, the energy shift in an eEDM experiment, is generally
given by:

∆E = σi(deE
int
i + µBint

i ) (21)

4.1 The magnetoelectric mixing α
Looking at the different mixing tensors, it becomes clear that mixing tensorα is probably
the most dangerous in an eEDM experiment as it can lead to a signal proportional to µ,
indistinguishable from de:

∆E = σi(deE
∗
i + µαijE

∗
j + ...) (22)

Because the eEDM is so small, it is likely that µαij (if allowed by the crystal symmetry)
could be orders of magnitude larger than de.

²³It would be more correct to use the electric displacement field D and the magnetizing field
H . For better analogy to atomic physics systems, I, however defineEint = D/ε0 andB∗ = µ0H .
ε0 is the vacuum permittivity and µ0 the Vacuum permeability. Further, I use c= 1√

ε
0
µ
0
=1.

²⁴only terms up to order 3 are considered here. Higher order terms are very rare and will
therefore be neglected in the following.

²⁵As pointed out in [55] and [57], this expression also already implicitly includes the effects of
toroidal mixings.
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For that reason, previous experiments searching for the eEDM in solidswith themethod
of magnetometry [41][58][59][60] put large emphasis on choosing a symmetric sample
without magnetoelectric order. This can potentially be a disadvantage as this limits the
choice to relatively symmetric samples that in turn possess less parity violating mixings.
However, because αij is a tensor coupling, the created false signal is in many cases actu-
ally not parallel to de σi. Only non-zero diagonal entries αii have this effect. This opens
up some possibilities to distinguish both.

4.2 Quadratic mixings
In the following, I will derive away howone can eliminate all even order effects (quadratic
couplings and static magnetization/polarization) by measuring the energy shift from four
different field orientations:

Following from (21), the energy shift in a crystal under the influence of fields E∗ and
B∗, is given by:

E(E∗,B∗) = σi · [de (E∗
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In a first step, it is possible to eliminate all terms that are not linear in E∗, by reversing
its direction:

1
2 [E(E

∗,B∗)− E(−E∗,B∗)] = σi[de(E
∗
i + χijE

∗
j + γijkB

∗
jE

∗
k) + µ(αijE

∗
j + βijkE

∗
jB

∗
k)]

This however still leaves dependencies on β and γ. Both are invariant under simultane-
ous inversion of E∗ and B∗. Therefore:

1
4 ([E(E

∗,B∗)− E(−E∗,B∗)]− [E(−E∗,−B∗)− E(E∗,−B∗)])

= σi[de(E
∗
i + χijE

∗
j ) + µαijE

∗
j ] (23)

This combination of measurements makes it possible to reduce the initial 14 terms from
above to only 3.

However, avoiding coupling terms altogether is more favorable than eliminating them
this way. Depending on fluctuations and imperfect inversion of E∗ and B∗, quadratic
terms could still produce enough noise and backgrounds to overshadow the signal from
deE

∗ completely. As before for α, off-diagonal terms in the tensors β and γ are much
more favourable than on-diagonal ones.

For these reasons, it is essential to understand the particular situation in our experi-
mental system of Cs doped Ar, to evaluate how much danger the magnetoelectric effect
poses.
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Figure 3: Possible trapping site symmetries of the Cs atoms inside the Ar matrix.

4.3 Possible trapping site symmetries of Cs in Ar
Argon naturally forms an fcc-structure²⁶ structure. In [61], a simulation on the number
of Ar vacancies V depending on the interaction with the trapped species was performed.
Because the atoms in such a system bind through the Van-der-Waals interactions, the
interaction potentials V were approximated with the Lennard-Jones potential:

VLJ (r) = ϵ

[(ρ
r

)12
− 2

(ρ
r

)6]
(24)

ϵ and ρ are the free parameters describing the shape of the individual binding. ϵ gives an
indication of the potential depth, while ρ quantifies the position of its minimum. Combin-
ing the potential of Cs atoms [62] with the results from the simulation, yield the following
trapping sites as most likely:

6V : Oh | 8V : C2v | 10V : C4v (25)

with the number of vacancies V followed by the crystal group. An illustration of the
geometry of these trapping sites is shown in fig. 3.

In [56] an overview of the electromagnetic couplings of the different crystal groups is
presented. From it, the following tensors α can be extracted:

αOh=

0 0 0
0 0 0
0 0 0

 , αC2v=

 0 α12 0
α

12
0 0

0 0 0

 , αC4v=

 0 α12 0
−α

12
0 0

0 0 0


From investigations in [63], it follows that for Oh, C2v and C4v all restrictions that exist
on the tensor β, are the same as the ones on γ. Generally β and γ are 3rd rank tensors
with 27 entries each. In the case of Oh, C2v and C4v the tensors are however quite sparse
[56]. Their components λijk have to comply with the following restrictions:

Oh : λijk = 0

C2v : λ123 = λ132, λ213 = λ231, λ312 = λ321, remaining λijk = 0

C4v : λ123 = λ132 = −λ213 = −λ231, remaining λijk = 0 (26)

²⁶fcc= face centered cubic
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4.3.1 Possible field mixings in a Cs doped Ar matrix
From the previous section, it becomes clear that the Oh symmetry does not allow for
magnetoelectric field mixings. This makes it an optimal environment for avoiding mag-
netoelectric background effects.
For both C2v and C4v, the linear mixing tensorsα are hollow, and therefore possible mix-
ings will only create field components orthogonal to the direction of the applied fields.
Therefore it should be possible to distinguish a signal arising from µαij from the actual
eEDM one.

For the higher order couplingsβ and γ, diagonal terms can also be completely avoided
in the case of C4v crystal symmetry. I will express the parallel²⁷ applied electric and
magnetic fields asE∗ = Ef̂ andB∗ = Bf̂ with the normalized vector f̂ = (f1 , f2 , f3)

⊺.
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These components are however orthogonal to the applied electric field E∗²⁸:
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This way, also 2nd order effects will not directly interfere with an eEDM signal.

The same does not work for C2v due to the reduced symmetries of its tensors β and γ.
For it, it will only produce necessarily orthogonal components if f1f2f3 is zero. This can
only be achieved, by aligning the direction of the external field with the internal crystal
axes. For a polycrystalline material, this will however be impossible. Therefore, C2v is
the least desirable symmetry of these three.

5 Setup
5.1 Cryostat
The cryostat used in this experiment can operate down to 3.3K. To reach temperatures
that low, a cryostat with high-quality thermal shieldings and a potent cryocooler is re-
quired. The cryostat for this experiment was manufactured byMycryofirm. It consists of
two cooling stages, that are enclosed in copper shields (fig.4 d,e and fig. 6). They enable
efficient heat flux and shield off the thermal radiation emitted by the warmer parts of the
cryostat’s interior and exterior. For longer durability, the copper shields are plated with
gold.

²⁷From (16), it becomes clear, that parallel fields are the best choice for an eEDM measurement
to maximize its sensibility. Besides this, ifE∗ andB∗ are not parallel, interactions with the nuclear
anapole moment (see sec. 9) could additionally disturb the measurement.

²⁸And therefore in this case also orthogonal to B∗
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The heat in the setup is pumped out by a Sumimoto SRP-082B2S Cryocooler. It uses a
closed circuit system of liquid helium that cools down by expansion.
Inside the innermost shield, a sample holder is mounted. It holds a c-cut²⁹ sapphire win-
dow. on it, crystal samples are deposited. To reduce vibrations of the sample holder that
could disturb spectroscopic measurements, Mycryofirm designed a decoupling system in
the upper stage of the setup (fig. 6). It is made from flexible copper cords that efficiently
transmit heat, but damp the strong mechanical vibrations of the cold head.

Argon gas is deposited onto the sample holder by a tube that can be connected to a
gas bottle on the outside. Its flow is controlled by a mechanical valve.
Atoms of the alkali metals Cs and Rb are deposited from a small dispenser, that ismounted
outside of the copper shieldings. Inside it, a small metallic dispenser can be attached.
We use commercially available dispensers produced by AlfaVak that are filled with ab
CsBi40-Alloy (RbBi40). When heated through a current of multiple A pure Cs or Rb gas
exits a small slit in these dispensers. From there, the Atoms are guided onto the sample
holder by a metallic tube. An overview of the deposition system is shown in fig. 5.
To enable different types of manipulations and monitoring of the sample, six viewports
sealed with glass windows are mounted into all three layers of shielding.
For precise temperature control, temperature sensors and resistive heaters are attached
to the two cryogenic stages, the sample holder, the argon tube, and the Cs oven. They
are monitored and regulated with the Cryo con 24c temperature controller. Its PID³⁰ func-
tionality allows to stabilize the samples temperature with mK precision. Additionally,
heating strips are attached to the outside of the setup. These can be used for baking and
for keeping the outside above water condensation temperature.

5.2 Laser preparation
The laser for the experiment is produced by an eagleyard DFB³¹ diode. Its wavelength can
be controlled by the diode’s temperature and the applied pumping current. This however
does not directly provide information on the current wavelengths. Therefore to set the
laser to the Cs 62S1/2 → 62P3/2 transition of 852.35 nm[18], an absorptionmeasurement
on Cs vapour has to be performed³². To increase the resolution of this measurement, the
absorption is performed Doppler-free.

In fig. 7, the optical setup for preparation of the laser’s wavelength is shown. The
pumping current is modified with a function generator to scan through a wide range of
frequencies at once.
On the output of the laser, a Faraday-isolator is used to avoid back reflections into the
laser. Afterwards, the laser is split up with a polarizing beam splitter (PBS)³³. the re-
flected part is used for the wavelength measurement while the transmitted component is

²⁹Cut along the c-plane(=[0001]-plane in Bravais-Miller indices). This makes the window non-
birefringent along the direction of the incoming light.

³⁰Proportional, Integral, Derivative
³¹DFB = Distributed FeedBack
³²This transition is set to measure the Cs flux rate (see sec. 5.4).
³³The λ/2 waveplate in front of the PBS is used to control how much of the laser’s intensity

goes in which direction.
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Figure 6: left: closed cryostat from the outside. center: outer shell of the cryostat together
with the two gold plated copper shieldings. right: mechanical dampers in the upper stage
of the cryostat.
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Figure 7: left: setup for the laser preparation. right: qualitative laser absorptions spectra
measured simultaneously in the vapour cell and in the Cs beam (see c in fig. 4).

brought through an optical fibre to the cryostat. The reflected component traverses a Cs
vapour cell before being reflected back enabling Doppler-free resolution of the hyperfine
substructure of the 62S1/2 → 62P3/2-transition³⁴.

5.3 Measurement of crystal growth rate
To gather information about the crystal thickness, and with it, the dopant density, the
growth rate of the Ar crystal has to be measured. Different from previous works [64][65],
the change in crystal thickness in this setup, can be measured over a whole 2D section
instead of just a single 1D spot.

³⁴The λ/4-plate in front of the mirror acts in total as a λ/2-plate on the beam. This enables to
reach maximal transmission through the PBS later on.
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Figure 8: Diagram of the Fizeau crystal thickness detection (a in fig.4).
a): setup to separate the interference in the Ar crystal from interferences in other el-
ements of the setup. The laser waist is controlled by iris 1. After interference on the
sample crystal, a lens is used to image its surface onto a camera. A second iris can be
used to block out light from reflections on viewports W1, W2, and W3.
b): interference pattern of a pure Ar crystal.
c): close-up view of the thin film interference in the Ar crystal.

When a laser with a wide waist hits the semi-transparent Ar-crystal, external and
internal reflection occurs similar to a Fizeau interferometer (see fig.8). This process is
sometimes referred to as ”thin film interference”. constructive interference occurs in a
situation like this under the condition 2nd(x, t) cos θ = mλ, with the crystals refractive
index n, the local thickness d(x, t), the angle of reflection inside the crystal θ, the laser
wavelength λ and any natural number m [66]. Because the light enters almost perpen-
dicular, cos θ ≈ 1. During growth, the thickness of the crystal changes with a stable rate
r(x). This rate can be measured by recording the frequency f in which the interference
pattern oscillates at a point x0. It can be easily read off the camera as long as the crystal
quality is clean enough. The growths rate r(x) is then given by:

r(x0) =
λ

2n
f(x0) ≡ κf(x0) (27)

The wavelength λ of the DFB laser was set at 0.852µm. With the refractive index of
Ar: nAr = 1.3 [67], this gives a constant of κ =0.33 µm. For most deposits, the crystal
growth rate was around 1 µm/min at the center of the sample.

Because of the three windows that lead to the sample, there will be a number of un-
intentional interferometers formed as well. To separate the signal produced by these off
from the interference signal of the crystalline sample, the windows were not mounted
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Figure 9: Spectrum of the light source. Its exact shape can differ slightly between mea-
surements depending on the alignment of the light path. The intensity of the light was
around 1.5mW/cm2.

straight but with a slight angle (see a in fig. 8). The correct signal can be isolated, by
blocking the others with an iris in front of the camera.

5.4 Alkali flux measurement
Part of the same laser beam that is used to measure the Ar growth rate, is previously split
off and used to measure the flux of Cs atoms on their way to the sample. For that, the
beam crosses the Cs at an angle of 22°, before being detected in a photodiode. The this
way obtained absorption spectrum, can in future studies be used to calculate the density
of Cs atoms in the crystalline matrix.
One measured in-beam absorption spectrum can be seen in fig. 7 on the right.

5.5 Transmission Spectroscopy
To study the crystals on the sapphire window, spectroscopy is a very versatile tool. In
our setup we use an Avantes AvaLight-HAL tungsten-halogen light source together with
a ocean optics qe65000 spectrometer. The light emitted by the lamp is first restricted by
an iris which is then imaged onto the sample by a lens (see fig. 4). Its diameter can
be controlled by an iris and its position on the sample can be monitored with the two
cameras. This gives control to precisely choose the region of the crystal sample to be
probed.
Because the spectrum emitted by the lamp is not flat (see fig. 9) in wavelength, for most
studies, it is helpful to normalize the taken spectra through an initial one. That way, the
change in absorption during different manipulations can be studied.

5.6 Spectrometer calibration
To interpret the measured data, it is necessary to calibrate the spectrometer. For this,
the absorption peaks of a Hg and a Xe gas discharge tube, the laser wavelength on the
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Figure 10: Calibration measurement of the spectrometer. the recorded output in pixel
is plotted against literature values for the wavelength. The red curve fits the data points
with a 3rd-degree polynomial. On the right, the residuals of the data points compared to
this calibration curve a plotted.

Cs resonance, and the wavelength of a different well-known laser were used. From the
least square fit with a 3rd degree polynomial, the parameters for conversion from pixels
to wavelength were extracted (see Fig.10). For the wavelengths-range where most fea-
tures in our transmission spectroscopy measurements are located, the calibration leads
to subnm precision.

5.7 Fluorescence
To get better insight into the level structure of the trapped Rb and Cs atoms, their fluo-
rescence after excitation at a specific wavelength can be studied. To do this, a laser that
is relatively easy to scan is needed. For these studies a Ti:Sa femtosecond laser was avail-
able. Its relatively high width of 10 nm limits however the resolution of the fluorescence
scan quite a bit.
The light emitted by the crystal during excitation with the Ti:Sa laser is afterwards col-
lected in a lens mounted in the innermost shielding (see f in fig.4). Afterwards, the light
is collimated into an Ando AQ-6310c optical spectrum analyser. It enables recordings be-
tween 350 nm and 1750 nm at a resolution of 5 nm.³⁵

6 Experimental Results
6.1 Absorption spectra of Cs doped Ar crystals
Cs has been successfully deposited at temperatures between 8K and 14 kelvin (see fig.
11 and fig. 12).
Comparing the measured spectra, it becomes clear that there are six dominant lines vis-
ible and that these lines tend to broaden in warmer deposits. From the plots in fig. 12, it
becomes however also clear that two spectra at the same temperature can still differ quite

³⁵Settings with higher resolutions, but less sensitivity, are also possible.
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Figure 11: Cs deposits at 8K and 14K. During the simultaneous deposition of Ar and
Cs, the sample was irradiated with light so that absorption spectra could be taken every
minute. All these spectra were then normalized through the first one, which has been
taken before any Cs was deposited.
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Figure 12: Spectra taken during two different deposits at 10K. Even though the temper-
ature has been the same, both results differ quite a lot.

a lot. This could be due to different deposition rates of Ar and Cs or due to pollutions
that influence the crystal structure. Because of clogging in the Cs-dispensers, pollution
issues, and difficulties in controlling the Ar flow (see sec. 7), it has not yet been possible
to produce multiple spectra under the exact same conditions

One other way to measure the temperature behavior without this difficulty can be
achieved by carefully heating and cooling an already formed sample. Such a measure-
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Figure 13: After the sample from fig. 12 left was deposited, it has been cooled down
to 4.5K and afterwards slowly heated. The spectra were normalized through the initial
transmission spectrum before the deposit. For better visual clarity, all the curves were
horizontally shifted apart from each other, making the y-scale arbitrary.

ment can be seen in fig. 13. In it, one can see that the three left resonances have quite
regular wavelengths dependencies with temperature, while the three right ones merge
in and shift quite a lot. This data can be used in future studies to compare it to theoretical
predictions for the different possible trapping-site symmetries (see sec. 4).

6.1.1 Interpretation of the Cs spectra
In the measured spectra of Cs in Ar, there are six dominant lines visible. In gaseous Cs,
there are only two dominant lines³⁶. Namely, the 62S1/2 → 62P1/2 and the 62S1/2 →
62P3/2 transition.

When comparing all the data on Cs in Ar, one pattern seems to emerge: The spectra
probably consist of two pairs of three peaks. In each triplet, there are two close peaks
followed by a third one farther away. The same can be seen for Rb in Ar (fig. 15), only
with the difference, that there is a third broadened triplet at lower wavelengths. This
multiplicity of the same structure could be explained by multiple types of trapping sites
(in this case 2) inhabiting the crystal at once. This interpretation has already been sug-

³⁶if the hyperfine structure can not be resolved.
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Figure 14: Interpretation of the measured spectrum (left) trough the level structure of
Cs in Ar (right). the crystal interaction lifts the degeneracy in the absolute value of
the magnetic quantum number m. The doubling of the triplet is understood as two Cs
trapping sites with different energy shifts being present at the same time.

gested in 1968 by Kupferman Pipkin [68] in their study of Rb doped Ar matrices.

Why a doublet in gas phase, becomes a triplet in the matrix, can be understood from
the degeneracy of the states. The stark shift, which is induced in the Cs atoms by the
crystal field of the surrounding Ar matrix, shifts states according to the absolute value of
the magnetic quantum number |m|. Therefore 62S1/2 and 62P1/2 get only shifted, while
62P3/2 splits up in two. This leads to three possible transitions (see fig.14).

Both these effects together would explain the observed spectra.

6.2 Fluorescence
To implement a fluorescence measurement, the Cs dispenser was exchanged for Rb. For
the fluorescence of Rb in Ar previous measurements by the group of T. Momose exist
[69]³⁷. This made it easier to optimize the setup for a signal. The absorption spectra
taken during the Rb deposit can be seen in fig.15.
With the experience gathered from this measurement, future collecting of fluorescence
spectra of Cs in Ar should become much easier. There do not exist any data on this spe-
cific system in the literature yet.

To record fluorescence spectra, the excitation laser was tuned to the desired wave-
length (680 nm to 900 nm in steps of 10 nm). Afterwards, its power was adjusted to a

³⁷A new measurement was also very recently published in June 2022 [52].
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Figure 15: left: Deposit of Rb in Ar. This crystal was used for all of the following studies
on Rb. right: photograph of the Rb doped Ar crystal. The thick Ar layer scatters incoming
light and therefore appears white. The Rb atoms absorb mostly red wavelengths which
makes them appear blue.

common value 0.67mW for all scans. only after the laser’s wavelength and power was
set, the path to the sample was unblocked to start a measurement. The spectrum anal-
yser then collected light for 5 min. The individual spectra, that were measured this way
were later combined into a 2D map by plotting excitation against emission wavelength
in fig.16.

6.2.1 Analysis of the Rb flourescence spectrum
Comparing the intensity over excitation wavelength in fig 16 with the previously mea-
sured absorption spectrum shows quite similar behaviour as one would expect. The emit-
ted light at∼800 nmhowever ismuch brighter than everywhere else. The emissionwave-
length is also not linear correlated with the absorption wavelength, but instead, most of
the emission occurs at∼800 nm too. This suggests that deexcitation mainly occurs at the
wavelength previously identified with the 62P1/2 → 62S1/2 transition (see sec. 6.1.1).
The fluorescence measurement was repeated on the same sample cooled down to 5K
(see fig.17). For it, the laser was swept from high to low wavelength (low to high at 10K).
Despite both these changes, there is no noticeable difference between these two mea-
surements.
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Figure 16: Fluorescence spectra measured in Rb doped Ar at 10K.The spectrum is shown
in linear (left) and logarithmic scale (right) In green the measured absorption spectrum
for the different excitation wavelengths is plotted.

In the Fluorescence spectra, there is a narrow line where excitation and emission co-
incide. It is created by scattering off the excitation laser and therefore just an artifact
of the measurement. The same goes for the second narrow line at the top right corner
of the pictures. it likely originates from an higher order reflection in the grating of the
spectrum analyzer.

6.3 Bleaching
In previous studies by the Weinstein group [64][65], an effect termed ’bleaching’ was ob-
served in matrix isolation spectroscopy of alkali metals: After absorbing high-intensity
light, the system does not return quickly to its initial state again under the emission of
light, but instead the absorption spectrum changes long-term. This non-reversibility can
be quite problematic as it prohibits cycling the same transition over long periods of time.
This memory effect can also hinder the reproducibility of measurements.

6.3.1 Absorption map of Rb in Ar
A study of this bleaching effect was performed in Rb during the fluorescence measure-
ment. For this, absorption spectra were taken before and after the 5min irradiation with
the laser. The resulting ratios are plotted against the excitation wavelengths in fig 18.
Thehighest intensity feature in the resulting 2D-map occurs around the linewhere excitation-
and absorption-wavelength coincide³⁸. In the 10K measurement, going from low to high

³⁸The bright horizontal feature around 860 nm in the 5Kmeasurement probably originates from
modified alignment of the absorption detection during the measurement. It lead to globally in-
creased/decreased ratios.
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Figure 17: Fluorescence spectra measured in Rb doped Ar at 10K (left) and 5K (center).
For comparison, the fluorescence spectrum for Rb in Ar measured by I. Gerhardt, K. Sin
and T. Momose [69] is plotted (right).

absorption wavelengths, there is a decrease in intensity followed by an increase, while
at the 5K measurement this order is reversed. This feature looks to be a temperature-
dependent effect, but more likely it is just a relict of the way the measurement has been
performed. For the 10K measurement, the excitation laser was swept from low to high
wavelengths. That way at any fluorescence measurement, the spectrum is still recovering
from the last excitation at 10 nm lower wavelengths. At the same time, however, it gets
depopulated at the current excitation wavelength. For the 5K-scan, the excitation laser
was swept from high to lowwavelengths. This explains the more or less reversed pattern.

These slow processes which lead to a memory effect, make it hard to gather other
information on the interplay of excitations at different resonances. There is some indi-
cation in the spectra though that excitations above 850 nm lead to improvement of the
high wavelength triplet.

6.3.2 Relaxation time after irradiation
To reduce this kind of effect in a future measurement, it is of interest to measure the time
it takes for the spectrum to return to its initial state after an excitation. Therefore, in an-
other measurement on the Rb doped Ar sample, the relaxation behaviour after excitation
at 780 nm/0.67mW for 5min was recorded. The results of this measurement are shown
in fig. 19.

From the measured spectra, it becomes clear, that the system does not return to its
initial state over time. Instead, it asymptotically approaches a modified spectrum. This
suggests that the irradiation has changed the crystal structure permanently. This could
occur by Rb atoms moving out of trapping sites as has been suggested in [70]. It should
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Figure 18: Ratios of absorption spectra after/before irradiation with a laser. The data
for the left figure was recorded at 10K and the right at 5K. Blue coloring indicates
that the absorption peak has reduced in depths, while red coloring indicates an increase.
Additionally, the initial absorption spectrum of Rb in Ar (see fig.15) is plotted against
excitation and absorption wavelengths (top and left).

be noted that during the relaxation time, the sample was still irradiated by the lamp. This
might have an influence on the relaxation time according to [70].

To avoid artifacts from these slow relaxation processes in the future, the 1/e-time of
the occurring decays has been extracted from fig.19. This was done by comparing the
number of counts at the excitation wavelength (780 nm) over time. The results can be
seen in fig 20. The data points have been fitted with exponential decays. This model does
not describe behavior at small times well but fits the observations for longer durations.
1/e times of τ10 K = 5min and τ5 K = 7.7min have been extracted from the fits. This
gives an idea about optimal waiting times between scans. This should help to redo a
measurement similar to the one in fig. 18, but with reduced artifacts around the excitation
wavelength.
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Figure 19: Change in the absorption spectrum of Rb in Ar after being irradiated for 5min
at 780 nm/0.67mW. The left graph shows the measurement at 10K and the right one at
5K. The zero-line in both plots refers to the spectrum before irradiation with the laser.
Below both plots, the shape of the absorption spectra at the respective temperature is
drawn to visualize where the Rb resonances are located.

τ = 5min

τ = 7.7min

Figure 20: Relaxation behaviour of the spectra in fig.19 at 780 nm. The experimental data
(dots) has been fitted with an exponential to obtain the 1/e time τ of these processes.
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7 Pollution-issues in the setup
During the whole duration of this project, experiments were plagued by different kinds
of pollution arising in the setup at cryogenic temperatures. These required most times to
heat the setup to ambient temperature again (∼ 12 h), which in total cost a large amount
of time.
In this section, an overview of the pollution issues is given and it is discussed how these
were attempted to be solved.

7.1 Pollution of the Cs source
In the beginning, the experiment utilized a dispenser similar to previous experiments by
the Weinberg group [65]. In these, the Ar gas is directly channeled through the alkali
oven. For the current experiment, however, it turned out to be much more convenient
to separate the noble gas supply from the Alkali oven (see fig. 5 and fig. 4). This made it
easier to identify the origins of pollution problems that arose. Additionally, this avoids
the issues of Ar freezing in the oven and blocking it (or in reverse condensed Cs blocking
the Ar)³⁹.

When starting this thesis project, no Cs flux from the oven has been observed yet.
After opening the oven however it became clear that a lot of Cs got released causing black
brittle pollution inside the dispenser. The problem has likely been caused by the released
Cs condensing on the inside of the tube of the dispenser. To avoid the same issue in the
future, an additional heater was added to the Cs dispenser, and a temperature sensor on
the tube exiting it. With that, it has been possible to heat the tube above Cs melting
temperature (29° C), and this way enables the controlled emission of Cs.

7.2 Pollution of the Ar
The pollution of the Ar caused problems for much longer than the ones in the Cs dis-
penser. Often opaque crystals formed on the window. While transparent (probably pure
Ar) crystals melted away at∼ 36K, opaque crystals only vanished at temperatures above
100K. Also, attempts of melting this pollution by spraying it with Ar from a heated tube
have not been successful. While tests with a residual gas analyzer did not yield clear
answers on the composition of this pollution was made off, it is reasonable to assume
that the Ar gas got polluted by leaking air and trapped water.
The measurement shown in fig. 21 shows clear indication that water has been present in
the setup.

To freeze out possible impurities in the Ar, the gas was directed through a bath of
liquid nitrogen. In some trials, there was however so much pollution freezing out in this
gas, that the flux was completely stopped.

Future tests on the setupwill continuewith a new clean Ar bottle, a better-suited valve,
and a rebuilt Ar supply line.

³⁹Both of these problems have been observed in [65].
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Figure 21: pressure inside the cryostat against the temperature of the ’4K-plate’ on
which the sample holder is mounted. When some compound melts, this will necessarily
lead to an increase in pressure. Literature values from NIST for the vapor pressure of Ar
and water are plotted against the measured curve.

8 Axions & ALPs
In these two last sections, two additional searches for beyond SM physics that could be
carried out with the present setup (or a similar one) will be discussed.

One special kind of beyond SM particle, that the atomic EDM studies are sensitive to,
is the axion, or more general the class of axion-like particles (ALPs). In the following, the
motivation behind searches for these particles as well as methods to set constraints onto
them in eEDM measurements, are presented.

8.1 The QCD Axion
Experiments show to high precision that CP symmetry is not broken in QCD processes,
the Langrangian of the strong interaction, on the other hand, would allow for such a
violation. The amount of it can be quantified by a free parameter of the theory, called
θ̄. It could take any value between 0 and 2π but is observed to be <1.5×10−10 [27]. This
unexplained ’finetuning’ is known as the strong CP problem. One possible solution to
this problem is given by the Peccei–Quinn theory which explains how the potential of
the strong force dynamically gains the observed value at low energy [72][73][74]. The
symmetry of this mechanism leads to a new gauge boson, called the (QCD) axion. The
theory is not able to make a prediction for its mass or decay constant, but only for the
value of their product. According to it, the mass ma and decay constant fa, are related
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Figure 22: Gravitational lensing in the CL0024+17 galaxy cluster. To achieve the amount
of lensing seen in this and similar observations, the existence of dark matter is necessary
[71]. Figure credit: NASA/ESA/M J Jee (John Hopkins University)

byma = 5.691(51)×1015
(

eV2

fa

)
[75].

Axions are popular candidates for dark matter particles. The ranges that are compatible
with astronomical observations and simulations, would describe a spread-out Bose gas
with small couplings to SM particles. Due to its gravitational pull, this gas would form
halos around galaxies and therefore explain the amount of unexplained mass in astro-
nomical observations [76].
Because of its ability to potentially solve two big problems of physics at once and its on
the other hand, quite free parameter space, there are numerous experiments all around
the world, searching for axions. A review on the topic can be found in [77][76][78].

8.2 ALPs
Beyond the theory of the Peccei–Quinnmechanism, there are also the so-called axionlike
particles (ALPs), which as pseudoscalar fields possess, the same couplings as the QCD ax-
ion, but not its restriction on a specific decay constant to mass ratio. Particles with such
a behaviour come up in numerous beyond SM theories, for example in a lot of string
theories [79]. ALPs also share the potential to be the ingredients of dark matter.

Additionally, theories exist in which ALPs are able to explain the observed matter-
antimatter asymmetry in the universe. Either by enabling new cosmic objects that could
contain the ’missing’ antimatter [80] or by showing how ALPs could lead to the Baryon
asymmetry in the early universe [81].

8.3 Sensitivity of atomic EDMs to ALPs
There are multiple ways how measurements on eEDMs are sensitive to the large param-
eter space of axion-like particles, including the QCD axion itself:

(a) In [82], Y. Stadnik, V. Dzuba, and V. Flambaum describe how the axion could act
as a CP violating force carrier in electron-electron interaction Vee and electron-
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nucleon interaction Vne. This interaction can be modeled with the following po-
tential⁴⁰:

V12(r) = i
gp1g

s
2

4π

e−mar

r
γ0γ5 (28)

were gs1 is a constant for the scalar and gp2 for the pseudoscalar coupling between
axions and electrons/nucleons. Such a coupling between nucleons and electrons
would have a similar effect as CS in (11) and could be evaluated analogously. Any
measurement of the eEDM, therefore automatically probes for axions that couple
to electrons. In this framework, ALPs appear as virtual force carriers and the
assumption that they make up all of the observed dark matter is therefore not
necessary.

(b) As quasifree, light Bosons, ALPs would form a condensate⁴¹ of states with high
occupation numbers[84]. This in turn means that their density oscillates like the
free particle solutions to the Klein-Gordon equation [46]. As derived in [85], this
would, trough coupling of opposite parity states, induce an oscillating EDM in
alkali atoms of strength:

da = −e
√
2ρDM maαs
α fa

sin (mat) (29)

Here ρDM ∼ 0.3–0.45GeV/cm3[86] is the dark matter density around earth, αs is
the static scalar polarizability of the atom, α is the fine structure constant, ma is
the unknown axion mass and fa the unknown axion decay constant. Here it is
assumed that a single ALP field makes up all of the observed dark matter.

(c) In more exotic models ([80],[87],[88]), ALP densities are not evenly distributed or
ALPs with different couplings inhabit different regions of space. These structures
are expected to cross earth from time to time. As previously explained this would
directly induce atomic EDMs as their value would also be influenced by these vary-
ing densities. That way the Bursts in ALP density predicted in these exotic models
could be measurable as bursts in da [89].

Atomic EDM measurements are automatically sensitive to couplings with ALPs of the
above-discussed type (a). It is just necessary to calculate ALP bounds from the results
afterward as it was done in [82]. This even excludes a region in the space of possible
QCD axions.
To enable sensitivity to type (b) ALPs, it is necessary to perform a time-sensitive evalu-
ation of the measured data as it was done for the JILA HfF+ EDM measurement in [90]
or as it is attempted in the axion detector project CASPEr [46]. The duration of a single
run compared to the whole measurement campaign gives the addressable mass range of
the ALP masses.
To additionally include sensitivity to ALPs of type (c), the information about the experi-
ment’s location (in reference to the CMB) is also helpful. Because the expected signatures

⁴⁰For simplicity, the equations in this section are given in natural units: h̄ = c = 4πε0 = 1
⁴¹In some theories this condensate is even a Bose-Einstein condensate [83].
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are sudden nonperiodic modulations, it will be hard to distinguish them from statistical
fluctuations. Therefore a measurement scheme similar to one of the GNOME collabora-
tion [91] has been suggested [89]. In GNOME, magnetometers on different continents
form a network. Comparing their measurements makes it possible to neglect false posi-
tives that were only seen in a single experiment. Additionally in case of a real event, one
could gather more information like their direction of origin.

In total, one can conclude that axion searches are well motivated as experimental
bounds on them put similar to eEDM searches and CPT -violation experiments valu-
able bounds on the parameter spaces of beyond SM theories. Because of their property
to create oscillating eEDMs, it is therefore wise to take data in future experiments in a
way that enables besides the actual eEDM measurement a time-dependent evaluation of
the measured signals.

9 The Nuclear Anapole Moment
The anapole moment already previously appeared in the Lagrangian of the possible in-
teractions of a spin-½ Dirac-Fermion (1). This anapole moment of the electron however is
believed to be not a physical measurable quantity as it is not gauge-invariant [92][10]⁴².
This however is not true anymore for heavy composited particles. So even though the
anapole moment of electrons, neutrons, or protons can not be meaningfully defined, the
nuclear anapole moment is a physical quantity. To this day, only one successful mea-
surement of the nuclear anapole moment has been performed in 1997 on a beam of Cs
atoms [94]. A confirmation of this result, as well as measurements on other species, are
of great interest as they provide insight into intranuclear couplings and give a valuable
test of the weak force at low energies [95]. These could test models which predict addi-
tional weak gauge Bosons⁴³. While high energy experiments like the LEP provided very
stringent tests on the electroweak theory at high energies, its validity at low energies is
only poorly probed yet [98][99]. All this indicates that further measurements of anapole
moments are needed.

In the following, a small overview of the theory behind the nuclear anapole moment
(NAM) is given as well as a discussion of how it could be measured in atoms trapped in
a cryogenic matrix.

9.1 Definition of the anapole moment
An electromagnetic multipole expansion in the far field makes it possible to describe any
charge and current distribution as a sum of electrostatic and magnetostatic multipoles.
In the near field, this is however generally not sufficient anymore and the addition of
toroidal multipoles is required [100][101][10]. The lowest order of toroidal moments
gives rise to the so-called anapole moment a. It is defined in the following way: A current

⁴²[93] on the other hand claims that for leptons a gauge independent formulation is possible
⁴³[96] even suggests that the anomalies seen in previous parity violation studies in Cs could be

linked to the recently arising discrepancy in the W-Boson mass[97].
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j
B

a

Figure 23: When a current j flows in a toroidal coil, an internal magnetic field B is
created. This configuration correspond to an anapole moment a.

j(r) creates an anapole of

a =

∫
d3r r2j(r) (30)

It can be understood as a toroidal magnetic field directed orthogonal to a like the one
that is generated when a current flows through a toroidal coil (see fig. 23).

9.1.1 Anapole moments in the standard model
Anapole moments are odd under parity P , but even under time reversal T . Because the
electromagnetic and the strong interaction do not violate parity, it becomes intuitively
clear that anapoles in the standard model can only originate from the weak force. In the
case of the nuclear anapole moment (NAM), this is the weak interaction between nucle-
ons. The most significant contribution does not come from direct interactions between
nucleons through Z0, but is instead mediated by weak interactions with virtual mesons
that possess a much farther reach than Z0 alone [102] (see fig. 24).

The NAM a can be calculated from the weak current inside the nucleus. A calculation
inside the nuclear shell model leads to[103]:

a =
GF√
2e

KI

I(I + 1)
κa (31)

GF is the Fermi constant, I the nuclear spin, and K = (I + 1
2 ) · (−1)

I+
1
2−l with the

nuclear angular momentum l. κa is a dimensionless constant that quantifies the strength
and sign of the anapole. The goal of experimental searches is to measure its value. It is
approximately given by κa = αA2/3 [104]. Here α is the fine structure constant and A
the nucleus mass number.
The anapole moment creates a parity-violating electromagnetic vector potential inside
the nucleus[103]:

A(r) = aρ(r) (32)
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Figure 24: Leading order Feynman diagrams of the most significant parity violating
electron-nucleon interactions. From left to right: nucleus-vector to electron-axial-vector
(A-V) weak neutral current, nucleus-axial-vector to electron-vector (V-A) weak neutral
current, Nuclear anapole moment to electron electromagnetic interaction, weak correc-
tion to the hyperfine (hf) coupling.

with ρ(r) being the nuclear weak-charge distribution⁴⁴.
According to the Dirac equation, electrons couple through vector potentials according to

V = eα ·A (33)

Combining (31), (32) and (33) yields the relativistic interaction potential for electrons in
the field of a NAM:

V rel
NAM =

GF√
2

KI ·α
I(I + 1)

κaρ(r) ≡ κaI ·αρ(r) (34)

9.1.2 Other nuclear spin dependent interactions
A more general treatment of parity-violating electron-nucleus interactions shows that
H rel

NAM is not the only nuclear spin-dependent (NSD) term. The axial vector - vector cou-
plingκa-v and the weak force correction to the hyperfine interactionκhf are proportional
to I ·α as well (see fig. 24). A measurement will therefore be sensitive to the combined
potential of these three:

VNSD = (κa-v + κa + κhf) (I ·α)ρ(r) = κI(I ·α)ρ(r) (35)

Usually, the hyperfine component is suppressed compared to the other two and beyond
that, its value can be calculated with good precision [105]. The contribution of the other
two components depends on the nuclear structure [106]. For Cs and Rb the anapole con-
tributions are dominating [107].

⁴⁴normalized to
∫
dxρ = 1
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The effect of VNSD will mix states of different parity inside the atom. Because of that,
transitions between states that are forbidden due to vanishing dipole transition elements
⟨ψ|er|ψ⟩, become possible⁴⁵. By measuring the transition amplitude of such a parity-
forbidden transition (e.g. 6s→ 7s-transition in Cs), one can therefore determine the size
of κI .

9.1.3 Nuclear Spin Independent effect
There is however an additional parity violating interaction. This interaction (in leading
order) is given by the A-V exchange of a Z0-Boson (see fig. 24). It is nuclear spin-
independent (NSI) and given by the relativistic interaction potential [108]:

VNSI = −
GF√
2

QW
2
ρ(r)γ

5
(36)

where QW is the weak charge. This effect will also be able to mix states of different par-
ity, but around 100 times stronger than the NSD interactions. This contribution provides
therefore one of the major difficulties in measurements of κI . To disentangle nuclear
dependent and independent effects, one has to make use of the fact that only the NSD
effects depend on the nuclear angular momentum I . It is therefore possible to measure
parity-forbidden transitions involving different hyperfine levels to get access to the small
VNSD contribution. This is alsowhat has been done in the only successful anapolemoment
measurement [94]. Other similar measurements were not able to reach the extreme preci-
sion that is necessary to obtain a statistically significant result from hyperfine-dependent
differences in the transition amplitude [109][110].

In the following section, a different method is explained that would yield results di-
rectly proportional to NSD effects without influence of the NSI interaction.

9.2 NAM of atoms in crystalline matrices
In [111] M.A. Bouchiat and C. Bouchiat, who are pioneers in the experimental and theo-
retical exploration of parity violation in atoms, provide the theory behind a Stark effect
that arises in crystalline matrices due to the NAM. This effect could be of interest for
future measurements in the setup presented in this thesis.

The authors argue that even though in a transition between two states with different
principal quantum number n, both VNSD and VNSI contribute, inside a manifold with the
same n, the transition amplitude will be solely dependent on VNSD. Inside a free atom,
there will however be no energy ∆E splitting from parity violating effects. And as M.A.
Bouchiat and C. Bouchiat show, even under the application of an external (laboratory)
electric fieldE and magnetic fieldB,∆E will still be zero. Similar to the eEDM in section
2.3.4 that required the breaking of symmetry under the parity transform P to create an
energy shift, for the anapole, breaking the rotational symmetry around the axis û =
E×B
|E||B| is required.
This can be achieved by implanting the atoms inside a crystal (like it was done in this
project). If the crystal possesses a reduced symmetry with at least one preferred axis n,
the rotational symmetry around û will be broken. In a system like this, the hyperfine

⁴⁵This is analogous to the case of the eEDM shown in (7)
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coupling will be anisotropic and given by a 3×3-matrix←→A , acting on the electron spin
s and nuclear angular momentum I according to Hhf = s

←→
AI . In their calculation, the

authors assume a uniaxial crystal. In it,←→A takes the form:

←→
A =

A⊥ 0 0
0 A∥ 0
0 0 A∥

 (37)

In such an environment, there will be an anapole induced stark shift:

∆E = ⟨E · dn⟩ = ⟨E · [κI b̃n (s× I)]⟩ (38)

b̃n = bn/κI is a constant that is dependent on the atomic system and the principal quan-
tum number n.

Even though the shift occurs for arbitrary (nonzero) magnetic fields, the behavior
of the system becomes clearest when gsB ≪ A∥, A⊥ is assumed⁴⁶. Because of the
anisotropy, the nucleus will perceive the external magnetic field rotated from its actual
direction. Therefore not the nuclear angular momentum I , but instead its rotation into
this new frame of reference Ĩ will commute with the Hamiltonian of the system. This
makes the z projections of s: ms, and the z-projection of Ĩ : mĨ good quantum numbers.
Under these considerations, the expectation value in (38) can be calculated [111]:

∆E = ⟨ms, m̃I |E · dn|ms, m̃I⟩ = ⟨ms, m̃I |E · [κI b̃n (s× I)]|ms, m̃I⟩

= −2κI b̃nmsmI
(n ·B) (n · (E ×B))

B2

A∥ −A⊥

A∥ +A⊥
(39)

9.2.1 Possible measurements of this energy shift
An anapole measurement with the method presented here has never been attempted. In
the following, some thoughts on performing such an experiment in the future are pre-
sented:

The application of an external magnetic field will necessarily lead to a Zeeman shift as
well. The energy shift due to the anapole (39) however does not depend on the magni-
tude of B and even stays invariant under B → −B. By varying B it should therefore
be possible to differentiate between the Zeeman and the parity-violating Stark splitting
with good precision.

For a first measurement, Cs is advantageous because of the numerous studies on P -
violation which were previously carried out already, and the high precision in calcula-
tions of this system. This could also provide an independent test of the 1997measurement
which to this day is not in complete agreement with other measurements and theoretical
predictions[99].

⁴⁶In this situation nuclear angularmomentum and electron spin couple stronger to themagnetic
field than to each other (hyperfine Paschen-Back-regime)
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But for developing good models, it is important to not base all calculations on just a sin-
gle atomic species. Rb provides a good candidate for an additional system. As an alkali
metal, atomic calculations are possible to perform for it with relatively good precision.
Its mass is also still sufficient to make the anapole contribution to κI large enough [112].
In [107] calculations for the anapole constants κa of Rb were performed. Their values are
in the same order of magnitude as Cs and they have the experimentally useful property
that the signs for the two naturally occurring isotopes 85Rb and 87Rb are opposite from
each other.
Also, potassium, which would be easily implemented in the experimental apparatus pre-
sented in this thesis, has previously been discussed as a good system for anapole mea-
surements [113].

Beyond that, the method of matrix isolation spectroscopy might be able to study Ba+
and Ra+ ions⁴⁷, ⁴⁸. Due to their single valence electron theoretical techniques similar to
alkali atoms can be used, while their positive charge binds the electron even closer caus-
ing greater overlap with the nucleus and therefore enhanced sensitivities to the local
interaction potential VNSD.

A completely different scheme to measure the NAM in solids is proposed in [22] and
[116]. Analogously to magnetometry measurements of the eEDM-induced linear E-B
coupling in sec. 3.2, they propose to measure the anapole-induced orthogonalE-B cou-
pling with the same method.

9.3 Measurement in a poly-crystal
The cryogenic matrix in this experiment is likely to be poly-crystalline. Therefore in the
following, it should be investigated how the anapole-induced energy shift ∆E can still
be measured even if the direction of local anisotropies n are randomly distributed across
the crystal.
For that, I will define the direction of the magnetic field B as z and choose the electric
field E in y-direction⁴⁹. The direction of n can then be expressed in this coordinate
system with the spherical coordinates ϕ and θ. In this coordinate system, the energy
shift from (39) becomes :

∆E = −2κI b̃nmsmI
(B cos θ) (EB sin θ cosϕ)

B2

A∥ −A⊥

A∥ +A⊥
(40)

= −2κI b̃nmsmI E
A∥ −A⊥

A∥ +A⊥

1
2 cos (ϕ) sin (2 θ) ≡ X · 12 cos (ϕ) sin (2 θ)

⁴⁷The possibility of doping a Xe matrix with Ba+ has already been demonstrated by the nEXO
collaboration [114].

⁴⁸In [115] it is argued that Ra+ has quite advantageous properties for an anapole measure-
ment. Due to its valence neutron, 226Ra provides information complementary to 133Cs, which has
a valence proton instead.

⁴⁹∆E is maximal for B orthogonal to E
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Now the distribution of energy shift can be determined by a quick Monte Carlo simula-
tion. Under the assumption of spherically uniformly distributed values of ϕ and θ⁵⁰, the
histogram in fig. 25 was created. From fig. 25 it becomes clear that instead of an energy

-0.5X -0.25X 0X 0.25X 0.5X
0

20000

40000

60000

80000

100000

energy shift ∆ε

Figure 25: Monte Carlo histogram of the distribution of anapole-induced energy shifts
in a poly-crystal. 107 random directions of n with uniform probability were used. X is
defined according to (40).

shift, there will be a line-broadening instead. Because the histogram is symmetric un-
der X → −X it will also be invariant under E → −E. The magnitude of E however
determines the amount of broadening. Therefore even though it won’t be possible any-
more to measure the difference in energy shifts between opposite configurations ofE, it
should still be possible to measure the difference in line-widths between the transitions
with and without applied E-field. Also, the slow decaying flanks of the here calculated
distribution should be beneficial for such a measurement.

9.3.1 Sensitivities to axions in an anapole measurement
The possible effect of axions on anapoles has been noted in literature [85][117], but to
my knowledge, the size of this effect has not yet been evaluated. Because this is however
of interest in the context of a possible future anapole experiment, it should be done here:

As previously discussed in section 8.3, oscillating darkmatter ALPsmightmix opposite
parity states of atomic levels. In [85] it is shown how mixing of opposite parity states
inside a nucleus by the same effect, would lead to oscillating anapole moments:

a(t) =
4

3

√
2ρDM πr

3
0

e g
N
fa

KI

I(I + 1)
κa sin (mat) (41)

With r0 = 1.25 fm and gN being a coupling constant for the valence nucleon (in case
of Cs, the valence nucleon is a proton and gN = gp = 4.5 [118]). Apart from different
constants and the time dependency, this equation is completely analogous to (31). That
way under the substitution κa → κa [1 + k sin(mat)] with k = 8

3

√
ρDM πr

3
0

GF gN fa
, the previous

⁵⁰To achieve a uniform sampling, one has to use ϕ=2πu and θ=acos(2v-1), with u and v being
uniform random values in the interval (0,1).
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discussions for a possible measurement remain valid. Calculating k for Cs yields:

k ≈ 7×10−4 eV
fa

(42)

As the axion decay constant is expected to be≫ 1GeV [78], measuring anapole moments
to a precision where effects from ALP oscillations become noticeable, seems unrealistic.
Especially for the QCD axion, one gets:

kQCD ≈
ma

1019eV
(43)

The axion masses that one could probe are many orders of magnitude too high to justify
assumptions about the assumptions leading to equation (41). Only a dark matter axion
field with light masses can form a condensate that leads to the oscillating behavior of
EDMs and the anapole.

10 Conclusion
In this thesis, I presented the theory of how new physics beyond the standard model
would lead to an electron EDM and how it would express itself in the energy levels of
alkali atoms embedded in a cryogenic matrix. Following this, schemes to measure these
effects were shortly presented, leading to an understanding of the statistical uncertainties
that such an experiment will be limited to and how to suppress them. It is desirable to
maximize particle number, decoherence time, and the effective electric field strength. To
learn more about systematic uncertainties, on the other hand, previous eEDM searches
performed in solids were analyzed. One major source of systematic uncertainties, the
magnetoelectric effect, was discussed in more depth to deduce how it could express in
the system used for this experiment. It was found that issues arising from this effect can
probably be avoided for Cs doped Ar.
After giving an overview of the setup and experimental techniques, the results from dif-
ferent measurements were presented and discussed. During this thesis, Cs and Rb have
been successfully implanted into a cryogenic matrix of Ar. The obtained spectra agree
with the explanation provided by Kupferman and Pipkin [68]. Namely one likely ob-
serves splitting of spectral lines due to different Cs trapping sites and the stark splitting
induced by the matrix.
Additionally, fluorescence spectra of Rb and studies of the relaxation time after irradiation
with a strong laser were discussed. These results can be helpful for future fluorescence
measurement of Cs.
Following this, the issues of pollution in the setup were addressed. These gave a great
complication during the whole duration of the project and will hopefully soon get re-
solved.
In the final two sections, the theory behind two experimental searches distinct from the
eEDM was presented: The search for axion dark matter is an endeavor performed by
numerous groups around the world. It was explained how eEDM searches can provide
sensitivities to these hypothetical particles with only little effort. The second search is
the measurement of the nuclear anapole moment in atoms embedded in a cryogenic ma-
trix. It was explained how for a system like the one used in this thesis, this property can
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express in a similar way as the eEDM.

In the future, there is a number of studies remaining, before a measurement for the
eEDM can be attempted. Specific calculations for Cs in Ar need to be carried out to
determine the EDM enhancement factor in this system. Additionally, a conclusion on the
shape of the trapping sites of Cs in Ar is needed. For this further experimental studies
(magnetic circular dichroism and fluorescence in Cs) will be carried out at Laboratoire
Aimé Cotton (LAC) together with theoretical investigations at Centre de recherche sur
les Ions, les MAtériaux et la Photonique (CIMAP).
Additionally, a measurement of the decoherence time of the system will be essential in
evaluating the feasibility of measuring the EDM of Cs atoms embedded in Ar.
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